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Photometric Stereo

Goal: Estimate surface normals of an object from its light varying images.

Estimated Normals

Images

Calibrated: Known light sources

Exact calibration is difficult

Uncalibrated: Unkown light sources

Better generalizability

© Kaya et. al. (CVPR 2021)



Photometric Stereo

Traditional Methods

[Woodham 1980, Wu et al. 2010]

Simple reflectance models

Deep Learning Methods

[Ikehata 2018, Chen et al. 2019]

Learn complex BRDF from data

Require training data with ground-truth normals

Cannot handle interreflections on concave surfaces
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Classical Photometric Stereo Model:

𝑿𝒔 = 𝜌𝑵𝑇𝑳
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Overview of Our Method

Uncalibrated thanks to light estimation network

Loss on the rendered image → does not require ground-truth surface normals

Explicit interreflection modeling in rendering equation → enables to handle objects with concave parts
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Light Estimation Network
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Feature Extraction Layers

Global Feature Block

Classifier Layers Fully-Connected Network

Image Specific Features

Light  directions can be represented

by azimuth and elevation angles

ℒ𝑐𝑎𝑙𝑖𝑏 = ℒ𝑎𝑧 + ℒ𝑒𝑙𝑒 + ℒ𝑖𝑛
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Inverse Rendering Network
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Interreflection Model:

𝑋 𝑥 = 𝑋𝑠 𝑥 +
𝜌(𝑥)
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Inverse Rendering Network
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ℒ = ℒ𝑟𝑒𝑐 𝑿, ෩𝑿 + λ𝑤ℒ𝑤𝑒𝑎𝑘(𝑵𝑛𝑦 , 𝑵𝑖𝑛𝑖𝑡)

Weak supervision with robust initializationReconstruction Loss
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Results on DiLiGenT Dataset
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Results on DiLiGenT Dataset

Comparison against uncalibrated photometric stereo methods on DiLiGenT [Shi et al. 2016]. 

We report mean angular errors in degrees. 
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Our Dataset

• We propose a new dataset for analyzing complex surfaces, including both convex and concave parts.

Acquisition Setup Images
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Results on Our Dataset

Our Dataset
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Conclusion

• Uncalibrated neural inverse rendering framework 
with explicit interreflection modeling.

• Performs comparable or better than supervised 
approaches.

• Applicable to broader range of surfaces, composed 
of convex and concave parts.
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Thank you for your attention!
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